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ABSTRACT 

For double fields and large code lengths, Low-Density Parity-Check (LDPC) code approaches 

Shannon–limit execution. The goal of this project is to present an LDPC calculation for Min 

Sum (MS) decoding and equipment execution inquiry within a communication framework 

that has been proposed. The MS calculation principally utilizes the base and expansion 

finding procedure. The quantity of increases is subsequently altogether diminished, which 

tends to decrease the execution intricacy. The consequences of the reenactment show that the 

proposed MS interpreting calculation performs the same as the translating of the Sum-Product 

Algorithm (SPA) while keeping up with the principle highlights of the MS disentangling. The 

further developing execution by diminishing the number of stages in the deciphering system, 

diminishing the intricacy of the implementation of the Field Programmable Gate Array 

(FPGA). 
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1. INTRODUCTION 

LDPC codes are a type of error-correction code that Gallagher initially proposed in 1962 

during his research (Shannon, 2001). However, because advanced computing methods were 

not available, functional implementation was not possible. Mackay and Neal re-invented 

LDPC codes (MacKay and Radford, 1996; MacKay, 1999) using increases in processing 

capacity and the formulation of new theories. LDPC codes were linear block codes that 

utilised sparse parity-check matrices. Both the rational distance properties and the relatively 

low decoding algorithm complexity are induced by the parity check matrix's low-density 

structure (Tomlinson et al., 2017). LDPC codes have exceptional efficiency, flexibility, and 

parallel capabilities, resulting in superior hardware implementation. An LDPC code may be 

decoded with a high degree of parallelism, making it ideal for high data rate applications like 

wide-band wireless multimedia communications and all modern communications applications 

(Kalsi et al., 2012). 

Gallagher presented the SPA as the basic decoding technique in 1962. When it comes to real-

time implementations like FPGAs (Roh et al., 2016; Ceroici, and Vincent, 2014), the SPA in 

(Mooij, Joris M., and Hilbert, 2005; Chen, et al., 2004) provide further addition and 

multiplication steps that render the computation complex. 

As a consequence, to promote the functional implementation of codes, a simplified version of 

the SPA was introduced. MS was an algorithm which is designed to reduce the complexity of 

hardware (Angarita, et al., 2014). Approximation is done at check nodes for sophisticated 

computations by comparison and summation operations in this procedure. N. Weiberg, 

(2014), has spent a lot of time working on the MS method and has demonstrated that the 

implementation complexity is greatly decreased. In order to enhance its performance with 

respect to SPA (Ahmed and Elsabrouty, 2014; Hatami, Homayoon, et al., 2020; Jianguang et 

al., 2005), several updated versions of MS decoding algorithms were later proposed. Due to 

its low complexity, the MS decoding approach is commonly used in many digital 

broadcasting applications. In this case, a scaling factor is being used in the case of optimized 

MS (Jun, and Chugg, 2005) to reduce the error induced by the minimum operation and 

thereby improve the accuracy. 

The proposed system's performance and hardware implementation complexity are examined 

in this study with the MS Algorithm as decoder techniques which has better performance 

from other SP algorithms and low complexity. Using Xilinx System Generator (SG) 

packages, the practical viability of the soft decision MS LDPC code method in the Additive 
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White Gaussian Noise (AWGN) channel is verified, which offers a number of advantages 

over the previous implementation platforms on the Kentix 7 FPGA kit. 

2. A PROPOSED COMMUNICATION SYSTEM  

In this research, a proposed communication system included an LDPC encoder on the 

transmitter side, while the decoding on the receiver side. The decoder is constructed from Log 

Domain and MS decoders. To clear out the idea, it will be explained in the following part of 

the system model shown in Fig. 1. 

 

 

 

Fig. 1. LDPC system model. 

The source produces a bits stream which will be transmitted and subjected to the noise. In 

order to correct the errors which are stem from such noise, LDPC will be encoded such bits 

stream as follow:  

2.1. LDPC Encoder  

The binary LDPC code is a sparse H parity-check matrix M x N that defines a linear block 

code. The rows of the parity check matrix represented check nodes, whereas the columns 

represented variable nodes. Each check node M corresponds to one bit of the codeword, and 

each variable node N corresponds to one parity check equation. Johnson, (2006); Mosleh, 

(2011) Graph edges were utilized to connect variable nodes and represent non-zero items in 

the H matrix in Johnson, (2006) and Mosleh, (2011). H contains a modest number of nonzero 

entries; in general, it is linear in block length n, and regular and irregular types of parity check 

matrices can be utilized. We'll be using irregular codes in this course. For irregular codes, the 

equivalent H matrix has dc ones in each row and dv ones in each column. This means that 

each codeword bit participates actively in specific dc parity check equations, and that dv 

codeword bits are employed concisely in each of these check equations. This is an example of 

an irregular parity check matrix with some of its corresponding parity check equations with 

parity-check matrix is(       and       ). 
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where 𝒄 … . 𝒄    represent the parity check bits equation. 

The Tanner graph represents a graph related to a parity check matrix and includes two kinds 

of nodes: M nodes (which represent the N bits of a codeword) and N nodes (which represent 

the N bits of a codeword) (representing the parity constraints). As a result, the parity check 

matrix is represented graphically. Fig. 2 depicts the bipartite graph for the parity check matrix 

(6x12) (Johnson, 2006; Mosleh et al., 2020). 

 

 

 

 

 

Fig. 2. An irregular parity check matrix is represented by a bipartite graph. 

Let's C have been an irregular LDPC code with length   and dimension   where parity-check 

matrix 𝐻 contains exactly    1's in each column (column weight) with M=N-K rows and N 

columns as well as exactly    1's in each row (row weight). 𝐻    is the     row value 

and.    column in 𝐻. The set of bits that are involved in the check is denoted:     

{   𝐻      }. The set of checks that participate in the bits     {   𝐻      }. 

Assuming the code word,             … . .      . 

C1 C2 C3  C4 C5 C6 C7 C8 C9 C10 X1 X2  X3 X4 X5  X6 X7 X8  X9  X10 

S1     S2     S3     S4     S5     S6     S7     S8     S9    S10  S1 1    S12   S13    S14   S15   S16    S17    S18    S19   S10 

C1          C2           C3          C4          C5          C6         C7          C8           C9          C10  



86                 kadhimand Korkmaz 

2.2. AWGN Channel 

The codeword is mapped using Binary Phase Shift Keying (BFSK) modulation to such a 

signal constellation before transmission to obtain the vector,             … . .      , which 

would be transmitted via an AWGN channel with variance (Mosleh, 2011). 

            (7) 

            … . .         (8) 

Where 

      +     (9) 

Here, the AWGN of zero means is   . 

2.3. LDPC Decoder 

To grasp the concept of the decoder employed in this research, we must first explore the 

SPA's necessary context theory before presenting the MS decoded technique on the receiver 

side. All SPA belief propagation algorithms function by processing received symbols in 

substring phases, which may be thought of as a horizontal step along the Tanner graph 

followed by a vertical step to increase the decoded code symbol's dependability. At the end of 

each decoding cycle, the estimated reliability measurements of the code symbols are used as 

inputs for the next iteration. The decoding iteration method continues once a specified halting 

criteria is reached (Mosleh et al., 2020). A brief description of the log domain and MS 

algorithms is provided in the following subsections. 

A. Log Domain Sum-Product Decoding Algorithm 

The Log Domain decoding algorithm's mathematical model is as follows (Richardson and 

Rudiger, 2003). 

Step 1: Initialization: Let      is the a priori information of the n
th

 symbol which represents 

the Log-Likelihood Ratio (LLR) from an AWGN channel. It initially assigned for the 

computation to the variable node unit          and            will determine the sign value 

for each    , whether it is positive, negative, or equal to zero, as well as the absolute value. 
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Step 2: Check node update (Horizontal Step): Let         denote the probability of 

achieving parity-check m in the case when bit n is expected to be a 1 for the LLR.  

                 
           +   

              
   

  

                                 (13) 

Compute the summation of         excluding the bit n. 

            ∑         

           

   

                                 (14) 

Then compute           : 

              
       +   

           
   

  

                                 (15) 

Get products of            excluding the bit n: 

            ∏              

            

   

                                  (16) 

Finally, compute         

                                                              (17) 

Step 3: Variable node update (Vertical Step): The messages         from the check node 

update unit will be transferred to the variable node update unit for the estimation of a 

codeword based on the number of 1s in all rows of the 𝐻 matrix.   

              + ∑        
    

   

                                   (18) 

 For the n
th

 digit,         represent the total log-likelihood ratio. 

Step 4: Tentative decoding: With the messages received from the check node update unit, the 

code word is tentatively decoded for each symbol as  

          {
          

          .
 

  

                                   (19) 

Step 5: Decision: The tentatively decoded symbols are cross verified with the parity check 

matrix, to validate the decoded codeword using  

 𝐻    

B. Min Sum Decoding Algorithm 

The MS Algorithm is a modified version of this SPA, with the action of the check node 

simplified to lower the algorithm's complexity significantly. The extrinsic messages (between 

variable and check nodes) and the quantized intrinsic message (also known as the LLR) are 
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both the same length in MSA. As a result, the hardware implementation complexity, notably 

the decoding node interconnects for MSA, grows as the quantized message length grows. 

Equations 20, 21, 22, and 23 show the actions of the initialization and check nodes, 

respectively (Kenneth et al., 2007). 

MSA initialization Process:  

                                          (20) 

MSA check node operation:  

                                                             (21) 

            ∏              

            

 
  

                           (22) 

                                                 (23) 

 

3. HARDWARE IMPLEMENTATION OF PROPOSED SYSTEM DESIGN 

The LDPC system model with the MS decoder communication system is shown in Fig. 3. 

Xilinx SG is used to build each block in the system, with a master clock duration of 10 ns. 

The suggested system had three major components: a transmitter, a channel, and a receiver. 

The Bernoulli Binary Signal Generator can be used to build a random bit generator with a 

code rate of 0.5 on the transmitter side. The LDPC block will encode this binary data by 

solving the parity check equation for each row of the H matrix using the systematic form of 

the H matrix. To create a modulated signal, the resulting codeword will be passed to BFSK. 

AWGN noise, which is often used in experimental applications due to its simplicity, will alter 

the modulated signal. 

To recover the bit binary stream on the receiver side, the LDPC decoder with MS decoded 

technique was used. The following subsections detail the general system implementation, 

which will be explained in depth in the following subsections.  

3.1. Transmitter Section 

In this section, Bernoulli Binary Signal Generation, serial to parallel, encoder block, and 

mapping block will be used. Every block is designed by means of Xilinx SG block in 

MATLAB/Simulink environment. 
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Fig. 3. The Xilinx SG corresponds to the proposed block diagram of Fig. 1. 
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a. Bernoulli Binary Signal Generation 

The Bernoulli Binary Signal with a length of k=10 was generated using the Simulink block 

Bernoulli Random Binary Number Generator. The Sample time of this block is equal to 1, the 

initial seed value is 61 with a 0.5 probability of zero. The output data type is Boolean, and it is 

passed through a gateway block to the Serial to Parallel block. 

b. Serial to parallel converter Block 

The serial to parallel block, as shown in Figure 4, turns a series of serially presented data into 

single samples at the output. The slice block was used to extract a given bits range of each 

input sample from the Serial to Parallel output, which is a 10-bit symbol. 

 
Fig. 4.  Serial to Parallel converter Xilinx SG block. 

c. Encoder Block 

Fig. 1 depicts the hardware implementation of such a block. 5 which are used in accordance 

with the Eqs. Two, three, four, five, and so on use ten XOR gates to generate ten parity check 

bits, depending on the input message. The concat block takes a 20-bit code word and 

concatenates two or more input bits to create a symbol in the output. Finally, a parallel to 

serial block serves as the code word's output block, converting each sample supplied in the 

input to numerous samples delivered serially in the output. 
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Fig. 5.  The Xilinx SG block diagram of Encoder Block. 
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d. Mapping Block 

Each parallel bit is mapped using mapping blocks. Each parallel data bit must have served as 

a ROM block address, indicating either the 0 or 1 input corresponding to the ROM's initial 

value vector [-1 1]. The data type of the output is signed. The pin on the ROM block was 

activated with a delay to mask all serial bits until they were ready to be mapped. The Xilinx 

SG block diagram for the mapping function is shown in Fig. 6. 

 

Fig. 6.  Xilinx SG block diagram of Mapping Block. 

3.2. AWGN Channel 

When a modulated signal is broadcast across a channel, it will be degraded by noise in the 

channel represented by AWGN, n k. The noise at question, according to Johnson (2006), is 

statistically random radio noise with a wide frequency range. The seed value for this block is 

equal to 512. The hardware-implemented of such channel according to equation 6. is 

illustrated in Fig. 7. 

 

Fig. 7.  The Xilinx SG block diagram of AWAGN Channel. 

3.3. Receiver Section 

In this section, using Xilinx SG block sets, the initialization block, serial to parallel converter, 

MS Decoder Block, and Down sample were introduced and implemented. 

a. Initialization Block 

Based on the Equations, compute the absolute value and sign value., this block is 

implemented using the Mult, Mux, and Relational Xilinx SG blocks. The numbers 20, 11, and 
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12 are the ones to remember. Figs. 8 and 9 depict the initialization block and signature block 

processes, respectively.  

 

Fig. 8. Initialization process (   ). 

 

Fig. 9. Sign block details. 

b. Serial to Parallel Converter 

A serial to parallel converter that uses 20 shift registers and their related delay blocks, enable 

blocks, and LFSR Xilinx blocks converts the serial sequence in this block to parallel samples. 

The 20 samples were latched to the 20 shift registries by triggering the enable pin. In this 

case, the delay is employed for synchronization. To store the entire sample, the LFSR was 

utilized to create a pattern. The Xilinx SG S2P block is seen in detail in Fig. 10. 

 

Fig. 10.  The Xilinx SG block diagram of 20-sample Serial to Parallel Block. 
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c. Min Sum Decoder Block 

The vertical and horizontal step techniques are implemented using Xilinx SG (Multi, Add-

Sub, Mux, and Relational) blocks to manage the value of the variable node and check node, 

according to Eqs.18, 21, 22, and 23 as illustrated in Fig. 11 and 12 by taking the design for the 

first row and the twelve columns as an example for the vertical and horizontal step Xilinx SG 

block implementation. In Figs. 12-16, the specifics for each of the blocks in Fig. 11 can be 

declared.  

 

Fig. 11. The first row's horizontal step process. 

 

Fig. 12. Column 12's vertical step blocks. 
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Fig. 13. Details of    block. 

 

Fig. 14. Blocks Mi 1,13,16, and 19 in detail.  

 

Fig. 15. Pr block's details 
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Fig. 16. Pr 1,13,16, and 19 blocks described detail. 

d. Down sample 

The output bits of the LDPC decoder architecture were connected to a down-sample block 

composed of Xilinx SG blocks with a sampling rate of 20 to control the rate of the output 

signal at the receiver. After passing through concert and Parallel to Serial blocks to obtain the 

information data shown in Fig. 17, these bits from the output of the down-sample blocks will 

be changed from parallel bits to stream bits. 

 

Fig. 17.  The Xilinx SG block diagram of Down Sample Block. 

4  Software Si   ation Re   t  

Bit Error Rate (BER) as a function of Signal-to-Noise Ratio (SNR) was used to evaluate the 

performance of the proposed system's codes. The irregular (256,512) LDPC codes with code 

rate 1/2 are analyzed. Codes were transmitted after BPSK modulation on the AWGN channel. 

To terminate the simulation with the optimum parameter, the maximum number of iteration 

       set to 6, the No. of one in each column  𝑤𝑐  set to 3 and the frame length     set to 
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100. The results of the simulation show that the efficient MS algorithm achieves better 

performance than the log domain SPA. Fig.18 clear out that for the BER value, 10
-3

, a 

comparison between MS algorithms can achieve 0.5 dB decoding gain over the log domain 

algorithm. The simulations were performed using the MATLAB Ver. 2019a platform. As a 

function of SNR, BER evaluated the performance of codes obtained. 

 

Fig. 18. Bit Error Rate performance of LDPC code (256, 512) for MS and Log Domain. 

5  FPGA S nthe i  Re   t  

By selecting a Kintex 7 device, the bit stream file or VHDL code file was generated. Using 

the ISE 14.5 program and MATLAB Ver 2912a, the devices used to construct this system are 

illustrated. The minimum period is 25.088 ns, the maximum frequency is 39.860 MHz with 

throughput equal to 797.2Mbs. The hardware resources are required for MS decoder 

techniques are listed in Table 1. 

To compare the whole system's degree of complexity, Table 2 summarized the resource 

device consumption in the (MS and Log Domain) soft-decision decoder. The MS Decoder 

uses fewer Look Up Tables (LUTs) from the comparisons because it has no additional 

variables to store. This decoder's operating frequency is less than other techniques. Due to 

their BER performance and ideal resource usage, it is easy to conclude that the MS algorithms 

are the best decoding algorithms in terms of complexity and performance. 
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Table 1. Kintex 7 device overview for MS resources. 

Summary of Device Utilization 

Slice Logic Utilization Used Available Utilization 

 No. of Slice Registers 2,599 407,600 1% 

 No. used as Flip Flops 2,599     

 No. of Slice LUTs 5,813 203.800 2% 

 No. used as logic 5,284 203.800 2% 

 No. used as Memory 362 64,000 1% 

 No. of LUT Flip Flop pairs used 7,047 203.800    

 No. of slice register sites lost to control set restrictions 254 407,600 1% 

 No. of bonded IOBs 4 500 1% 

 No. of BUFG/BUFGMUXs 9 890 1% 

 No. of BUFG/BUFGCTRLs 1 32  3%  

 No. of DSP48A1s 154 840 18% 

Table 2. Comparison of resource devices. 

Devices  utilization 
Algorithms 

Log Domain Min-Sum 

Slice regester 3,950 2,599 

LUT slice 21,616 5,813 

Memory 362 362 

DSP 193 154 

Max-Delay (ns) 26.278 25.088 

 

The result of a Xilinx SG simulation test between a binary broadcast Bernoulli signal and the 

received signal, where the MS decoder records the original signal with a 30ns delay, is shown 

in Fig. 19. 

file:///D:/ciphering_XSGC/WPMDCSK_N8_Hardware/LAST-HW/New%20folder%20(2)/netlist/transmitter_cw_map.xrpt%3f&DataKey=IOBProperties


Kufa Journal of Engineering, Vol. 13, No. 1, January 2022               99 

 

Fig. 19. The simulated output of the MS decoder algorithm's data recovery signal processing. 

The user data information and recoverable information hardware Co-Simulation outcomes for 

the suggested technique are displayed in Fig. 10, with a delay due to the extraction process 

operation and some Xilinx blocks that cause delay. 

 

Fig. 20. The result of the installation of MS hardware Co-Simulation. 

In this paper, it has been investigated a reduced reduction in resource utilization by 

2.920476% which is the main contribution of this paper.  On the other hand, the power 

consumption is out of the scope of the current paper it can be calculated in future work. In 

addition, the experiment is applied for the data rate (20) also it can be applied to the author's 

number of data in order to evaluate the performance of the current paper in future work.        

4. CONCLUSION 

This paper has suggested a low-complexity decoding algorithm for LDPC codes. The MS 

decoder algorithm is an improved version of the Log Domain algorithm. Simulations have 

been performed to analyze the BER efficiency of the communication system, Xilinx SG tools 
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were used to implement the design on the Kintex 7 FPGA development kit. According to the 

simulation results, MS was able to boost the Log Domain decoder's gain by 0.5dB. The MS 

algorithm used 1% of the slice registers, 18% of the DSP, and 2% of the LUT on the FPGA, 

whereas the other soft-decision decoders algorithms (Prob. Domain, Log Domain, and MS) 

have high resource utilization complexity, implying that the MS algorithm is the best 

decoding algorithm due to its BER performance and resource utilization. The suggested 

system's hardware implementation demonstrates that it is well-suited for future 

communication, particularly in real-time applications. 
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